A new optimization method: Big Bang–Big Crunch
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Abstract

Nature is the principal source for proposing new optimization methods such as genetic algorithms (GA) and simulated annealing (SA) methods. All traditional evolutionary algorithms are heuristic population-based search procedures that incorporate random variation and selection. The main contribution of this study is that it proposes a novel optimization method that relies on one of the theories of the evolution of the universe; namely, the Big Bang and Big Crunch Theory. In the Big Bang phase, energy dissipation produces disorder and randomness is the main feature of this phase; whereas, in the Big Crunch phase, randomly distributed particles are drawn into an order. Inspired by this theory, an optimization algorithm is constructed, which will be called the Big Bang–Big Crunch (BB–BC) method that generates random points in the Big Bang phase and shrinks those points to a single representative point via a center of mass or minimal cost approach in the Big Crunch phase. It is shown that the performance of the new (BB–BC) method demonstrates superiority over an improved and enhanced genetic search algorithm also developed by the authors of this study, and outperforms the classical genetic algorithm (GA) for many benchmark test functions.
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1. Introduction

The optimization problem can be summarized as finding the set of parameters \( \{x_n\} \) that minimizes an objective function \( f(x_0, \ldots, x_n) \) that is also referred to as the fitness function in evolutionary algorithms. Global optimization requires the arrival to the best possible decision in any given set of circumstances. Genetic algorithms (GA) [1–4] are a class of stochastic and global optimization which model the basic principles and mechanisms of Mendelian genetics and evolutionary theory along with population genetics to tackle hard search and optimization problems. The main difference between the GA and the other classical search algorithms is that the GA operates on a ‘population’ of strings (chromosomes in genetic language) instead of one input parameter. This gives the GA the ability to globally search optimum parameter. However, the GA suffers from premature convergence, convergence speed and execution time problems. To overcome these difficulties, many publications on the GA and its associated operators such as roulette-wheel selection [1], byte-wise crossover [5], combined mutation operators [6], or Cauchy mutations [7] have been proposed.

Classical GA when coupled with a highly elitist selection property have the potential to gather all of the population to the fittest member; that is, the GA may fail to converge to the global optimum point depending upon the selective capacity of the fitness function (large variation of the fitness function for small variation of its input variables). In other words, a fitness function is called elitist if it exaggerates the small differences among the fitness values of the chromosomes. For instance, a hyperbolic function is more elitist than a linear function. The global convergence property of the algorithm is assured only through the mutation operator, which in turn creates new chromosomes at the expense of extra computational effort. Moreover, if the response surface is quite smooth then the GA requires more response (fitness) function evaluations compared to classical hill-climbing techniques. Some ‘more intelligent’ rules and/or hybrid techniques such as evolutionary-gradient search (EGS) have been added to the GA to overcome this slow convergence phenomena of the GA near the optimum solution [8–11].
A priori knowledge may be added in the initialization stage as well. The straightforward approach is to take samples uniformly at random from a state space of possible solutions, thereby providing an unbiased initial population. This is often useful in benchmarking evolutionary algorithms, but when solving real problems, some information that would help to seed the initial population with useful hints is known. Biasing the initial population towards better solutions can often save a great deal of time that would otherwise be spent ‘reinventing the wheel’ [12]. However, all of these precautions cause the algorithms to be inflated by extra number of calculations.

In this study, the difference between classical genetic algorithms and combat genetic algorithm are first briefly explained and then a review of an improved and enhanced genetic search algorithm developed and named as the ‘combat genetic algorithm’ (C-GA) by the authors of this study [13] is reconsidered in Section 2. The Big Bang–Big Crunch (BB–BC) method, which is the main contribution of this study, is presented in Section 3. Next, the results of the Big Bang–Big Crunch method are compared with the results of the combat genetic algorithm (C-GA) in Section 4. Finally, the overall comparison results and the advantages of the proposed method are discussed in Section 5.

2. Genetic operators and combat genetic algorithm

The C-GA differs from classical GA in the respect that the diversity is kept high by reducing the aggressive convergence tendency of the reproduction operator. Although the selection or reproduction operators in GA are the principal elements that shift the chromosomes towards a local/global optimum point, due to the decreasing diversity these can be viewed as a source of premature convergence to a local optimum point. In both GA and C-GA, the increase of meaningful information is assured by creating new members whether by using crossover or applying mutation. Crossover and mutation can be viewed as an energy intrusion into the algorithm. However, if all the chromosomes become similar because of the reproduction operator, the crossover will not be able to produce new chromosomes. Therefore, the modifications done on the reproduction stage of classical GA is very important and it will be quite effective in performance enhancement. The C-GA combines two basic operators of the GA’s; namely, reproduction and crossover and reduces the amount of calculations greatly compared to classical GA’s.

The C-GA algorithm can be summarized as follows:

Step 1 Form an initial generation of \( m \) chromosomes in a random manner.

Step 2 Choose two chromosomes randomly from the initially generated pool.

Step 3 Calculate the fitness values for the two randomly selected chromosomes and then form the relative difference by using

\[
\Delta_i = \frac{|f_1 - f_2|}{f_1 + f_2}
\]

where \( f_1 \) and \( f_2 \) are the fitness values of the chromosome\(_1\) and chromosome\(_2\), respectively.

Step 4 Compare the fitness values of the two selected chromosomes. If there is a relatively big difference between the fitness values, then the partial overwrite operator is applied. This means that the less-fit chromosome loses some information. If the difference is relatively small then the classical uniform crossover operation is applied. In mathematical terms:

If \( f_1 < f_2 \) and \( \lambda < \Delta_i \), where \( \lambda \) represents a random number selected between [0, 1] then perform crossover on the second chromosome only and leave the first chromosome unchanged since it is better than the second one if minimization is considered. However, if \( f_1 < f_2 \) and \( \lambda > \Delta_i \), perform normal crossover.

If \( f_1 > f_2 \) and \( \lambda < \Delta_i \), then apply crossover only on the first individual and leave the second chromosome unchanged. However, if \( f_1 > f_2 \) and \( \lambda > \Delta_i \), then apply normal crossover.

Step 5 Apply mutation operator with a probability of \( 1/m \).

Step 6 Return to Step 2 until a stopping criterion has been accomplished.

Steps 3-4 are similar to selection and crossover, but their appearance order is regulated by a dominance factor given in Eq. (1).

3. Big Bang–Big Crunch (BB–BC) method

Randomness can be seen as equivalent to the energy dissipation in nature while convergence to a local or global optimum point can be viewed as gravitational attraction. Since energy dissipation creates disorder from ordered particles, we will use randomness as a transformation from a converged solution (order) to the birth of totally new solution candidates (disorder or chaos).

The proposed method is similar to the GA in respect to creating an initial population randomly. The creation of the initial population randomly is called the Big Bang phase. In this phase, the candidate solutions are spread all over the search space in an uniform manner. Fig. 1 is drawn to give an idea how the candidate solutions are spread in the optimization problem of Rosenbrock function [11] with two 2-bytes long integer variables symbolizing the real values between [0, 10].

Since the normal random number generator can produce numbers greater than unity, it is therefore necessary to limit their values in order to keep them in the search space. The effect of this limitation can be seen in Fig. 1 as an
accumulation of candidates at the boundaries. The population size is kept fixed as 30 in the example and the benchmark tests. However, this size can be reduced or increased according to the convergence or the number of iterations.

The Big Bang phase is followed by the Big Crunch phase. The Big Crunch is a convergence operator that has many inputs but only one output, which can be named as the center of mass, since the only output has been derived by calculating the center of mass. Here, the term mass refers to the inverse of the fitness function value. The point representing the center of mass that is denoted by $x^c$ is calculated according to the formula:

$$x^c = \frac{\sum_{i=1}^{N} \frac{1}{f_i} \cdot x_i}{\sum_{i=1}^{N} \frac{1}{f_i}}$$

(2)

where $x_i$ is a point within an $n$-dimensional search space generated, $f_i$ is a fitness function value of this point, $N$ is the population size in Big Bang phase. The convergence operator in the Big Crunch phase is different from ‘exaggerated’ selection since the output term may contain additional information (new candidate or member having different parameters than others) than the participating ones, hence differing from the population members. This one step convergence is superior compared to selecting two members and finding their center of gravity \[14,15\]. This method takes the population members as a whole in the Big-Crunch phase that acts as a squeezing or contraction operator; and it, therefore, eliminates the necessity for two-by-two combination calculations.

After the Big Crunch phase, the algorithm must create new members to be used as the Big Bang of the next iteration step. This can be done in various ways, the simplest one being jumping to the first step and creating an initial population. The algorithm will have no difference than random search method by so doing since latter iterations will not use the knowledge gained from the previous ones; hence, the convergence of such an algorithm will most probably be very low. An optimization algorithm must converge to an optimal point; but, at the same time, in order to be classified as a global algorithm, it must contain certain different points within its search population with a decreasing probability. To be more precise, we mean that, large amount of solutions generated by the algorithm must be around the ‘so-called’ optimal point but the remaining few points in the population bed must be spread across the search space after certain number of steps. This ratio of solution points around the optimum value to points away from optimum value must decrease as the number of iterations increases; but, in no case, it could be equal to zero, which means the end of the search. This convergence or the use of the previous knowledge (center of mass) can be accomplished by spreading new off-springs around this center of mass using a normal distribution operation in every direction where the standard deviation of this normal distribution function decreases as the number of iterations of the algorithm increases. The new members are shown in Fig. 2. It is obvious that only two variable cases can be illustrated in figures while theoretically there is no limit on the dimension of the search space, which are 10 in our test experiments. This convergence can be formulated as below, where the space boundary is the sum of the Euclidian distances of all members:

Space boundary in the $k$th iteration/space boundary in the $(k+1)$th iteration $> 1$

(3)

After the second explosion, the center of mass is recalculated. These successive explosion and contraction
steps are carried repeatedly until a stopping criterion has been met. The two parameters to be supplied to normal random point generator are the center of mass of the previous step and the standard deviation. The deviation term can be fixed, but decreasing its value along with the elapsed previous step and the standard deviation. The deviation term random point generator are the center of mass of the 500th iteration.

Fig. 3. Accumulation of candidate solutions on the center of mass after the 500th iteration.

Moreover, this point is the optimal solution of the value than the remaining members. This is the key property found center of mass towards itself if it has higher fitness never equal to zero bearing the potential to affect the so-

The accumulation point of candidate solutions as is seen in Fig. 3, [6553, 6553] represents the decimal value [1, 1]. Moreover, this point is the optimal solution of the Rosenbrock function. In Fig. 3, nearly all the 30 members lie on the optimal point, but there still exists one more point far beyond the optimal solution. The deviation term will reach zero as iterations go to infinity, thus we can conclude there will always be off-springs which will be located far from the center of mass with decreasing probability but never equal to zero bearing the potential to affect the so-

Summarizing the steps in BB–BC yields to:

Step 1 Form an initial generation of \( N \) candidates in a random manner. Respect the limits of the search space.

Step 2 Calculate the fitness function values of all the candidate solutions.

Step 3 Find the center of mass according to Eq. (2). Best fit individual can be chosen as the center of mass instead of using Eq. (2).

Step 4 Calculate new candidates around the center of mass by adding or subtracting a normal random number whose value decreases as the iterations elapse. This can be formalized as

\[
x_{\text{new}} = x^* + lrk
\]

where \( x^* \) stands for center of mass, \( l \) is the upper limit of the parameter, \( r \) is a normal random number and \( k \) is the iteration step. Then new point \( x_{\text{new}} \) is upper and lower bounded.

**Step 5** Return to Step 2 until stopping criteria has been met.

4. Benchmark test results

The new algorithm BB–BC has been tested and compared with the C-GA on the benchmark problems taken from [11]. This list comprises some widely used test functions such as sphere, Rosenbrock, step, ellipsoid, Rastrigin and Ackley functions given in Table 1.

In these experiments, the normalized performance measure which is given by

\[
\log(f^*) = \log \left( \frac{f(x^0)}{f(x^*)} \right)
\]

is used. Here, \( x^0 \) is chosen as \([10, 10, 10, \ldots, 10]\) to be a reference point. Each of the ameliorations is calculated for 30 independent trials and the average of the best fitness values is taken. The population size \( m \), the dimension \( n \), and the resolution or the number of bits for each parameter is chosen to be equal to 30, 10, and 16, respectively. The maximum value that a parameter (\( x, s \) in these cases) can take is limited to 10.

In BB–BC method, the number of iterations is limited to 500 while the number of independent trials as well as other parameters remains unchanged. The results are shown in Fig. 4. In order to make a fair comparison between the two algorithms, 500 iterations are chosen as stopping criteria in the simulations. One selection, crossover and mutation operation in the combat approach is considered to be a single iteration.

It can be seen that the BB–BC method finds the optimum solution in finite steps, which makes the amelioration infinite in cases (a), (c), (d) and (e) in Fig. 4. It is also seen from the same figure that the BB–BC method cannot find the exact solution for the Rosenbrock and Ackley functions within 500 iterations. The same fact is also valid for the C-GA. Even though, the BB–BC method seems to be slow compared to the C-GA in approximately the first 10

<table>
<thead>
<tr>
<th>Function</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{\text{sphere}}(x) = \sum_{i=1}^{n} x_i^2 =</td>
<td></td>
</tr>
<tr>
<td>( f_{\text{rosen}}(x) = \sum_{i=1}^{n} [100(x_i^2 - x_{i+1})^2 + (1 - x_i)^2] )</td>
<td>Rosenbrock function</td>
</tr>
<tr>
<td>( f_{\text{step}}(x) = \sum_{i=1}^{n}</td>
<td>x_i</td>
</tr>
<tr>
<td>( f_{\text{ell}}(x) = \sum_{i=1}^{n} x_i^2 )</td>
<td>Ellipsoid function</td>
</tr>
<tr>
<td>( f_{\text{rastr}}(x) = \sum_{i=1}^{n} [x_i - 10 \cos(2\pi x_i) + 10] )</td>
<td>Rastrigin function</td>
</tr>
<tr>
<td>( f_{\text{ackley}}(x) = -20 \exp\left(-0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}\right) - \exp\left(\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)\right) + 20 + e )</td>
<td>Ackley function</td>
</tr>
</tbody>
</table>

Table 1

The function test bed
iterations, the new BB–BC method still outperforms the C-GA in the cases of the Rosenbrock and Ackley test functions.

The new method consumes 2.27 times more CPU time than the C-GA does for the same amount of iterations and equal parameters. This drawback of the new method should be compensated by increasing the number of iterations in the C-GA so as to make a number of function evaluations the same to have a fair comparison between the two approaches. In that case, the results that are illustrated in

Fig. 4. Comparison of the results of the BB–BC method with C-GA on (a) spherical, (b) Rosenbrock, (c) step, (d) ellipsoid, (e) Rastrigin, and (f) Ackley test functions.
Fig. 5(a) have been obtained. If one considers the number of function evaluations at each iteration step, the new method takes into account 30 members while the C-GA carries operations on two chromosomes only. Therefore, in order to make a fair comparison between the two approaches one must again increase the number of iterations by a factor of 15 in favor of the C-GA. In that case, the result shown in Fig. 5(b) has been obtained. In both considerations, it has been observed that the BB–BC method still ameliorates much faster than the C-GA.

5. Conclusions

When searching for the global optimum of complex problems, particularly in problems with many local optima, the main conflict is between ‘accuracy’, ‘reliability’ and ‘computation time’. In the case that traditional optimization methods fail to provide efficiently reliable results, evolutionary algorithms may constitute an interesting alternative. Nevertheless, classical GA or its variant combat approach may still suffer from excessively slow convergence; that is, they are generally sluggish in reaching the global optimum accurately and reliably in a short period of time. However, they have the ability to rough out a problem ‘reliably’ by finding the most promising spaces in the entire search space.

In this study, it has been shown that the main drawback of the classical GA might be overcome by the new BB–BC method; that is, the speed of convergence has been ameliorated beyond comparison in the benchmark test problems given in Table 1 with respect to C-GA. Moreover, another conclusion that can be made after the analysis of the results of the various methods on the test functions is that the amelioration given in (5) depends also on the nature of the function to be minimized and as the function becomes more selective, the speed of convergence decreases for both approaches. However, the BB–BC method finds the exact global optimum point for the sphere, step, Rastrigin functions within the maximum number of allowed iterations; while it still outperforms the C-GA method for the Rosenbrock and Ackley functions.
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